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Metastudy results
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Summary of metastudy findings

• Found 61 repositories with Nordic involvement from re3data.org sample


• While many of the repositories have partnered with other countries (or EU), only 
three (5%) has a second Nordic country among its partners. This is surprising as we 
expect there to be strong synergies in partnering with other Nordic countries


• Approx. 60% of the repositories do not issue PIDs, while 27% use DOI (this is the 
most common PID technology used) 


• Almost all repositories provide unrestricted access to their metadata 


• A majority (70%) of the repositories do not provide unrestricted access to all their 
data. Typically, some of the data is shared, while some remains restricted. For 
sensitive data this can be expected to some extent, but it seems to apply to 
repositories in all scientific disciplines


• The majority (56%) of the repositories do not employ any metadata standard 


• About 80% of the repositories are not certified archives or do not follow established 
archive/repository standards
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By Taller345 - Own work, CC 
BY-SA 4.0, 
https://commons.wikimedia
.org/w/index.php?curid=63
245736
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TRAINING ENGAGE SUPPORT IMPLEMENT
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October 5-9, 2020

 

http://bit.ly/FAIRds-Nordic-SE

Uppsala, Sweden

http://bit.ly/FAIRds-Nordic-SE
http://bit.ly/FAIRds-Nordic-SE


• FAIRds-Nordic Norway – 36 participants


• FAIRds-Nordic Denmark – 31 participants


• FAIRds-Nordic Sweden – 39 participants


• FAIRds-Nordic Finland – ? participants

Nordic FAIR data 
stewardship course



TRAINING ENGAGE SUPPORT IMPLEMENT

EVALUATE
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What is FAIR?



Digital Science Report: The State of Open Data 2019



Digital Science Report: The State of Open Data 2019

https://www.digital-science.com/resources/portfolio-reports/the-state-of-open-data-2019/


What is FAIR?



What FAIR is NOT!

• FAIR is not a standard


• FAIR is not equal to ‘Open’ or ‘Free’ 


• Data are often Open but not FAIR


• Data could be closed yet perfectly FAIR 


• FAIR is not equal to RDF, Linked Data, or Semantic Web 


• FAIR is not assuming that only humans can find and re-use data 


• FAIR is not for humans only but for machines as well


• Data that are not FAIR are pretty ‘Re-useless’.....
Source: GO-FAIR

What FAIR is not…



FAIR Digital Objects

Mons et al. 2017













FAIR Maturity evaluation



• Data are and will be distributed in small and typically 
domain specific data repositories (not in large data silos)


• Wish to help such repositories identify possible areas of 
improvements of their service to become FAIRer


• Raise awareness of FAIR practices and the importance of 
using machine-actionable metadata


• Contribute to FAIR uptake across region and thereby the 
premise for better reuse of the data

Why evaluate repositories?



Measuring the FAIR 
Maturity of repositories

• We consider a MANUAL approach to be both time-consuming, 
prone to biases and not (very) reproducible


• The preferred method is to perform AUTOMATED evaluations using 
a well defined set of test criteria / metrics (FAIR Maturity indicators)


• Wilkinson et al. 2018 (doi:10.1038/sdata.2018.118) provides a 
framework and metrics for measuring FAIRness of data and Mark 
Wilkinson´s gen2 tests (22 tests) and evaluator tool: 
https://fairsharing.github.io/FAIR-Evaluator-FrontEnd  
provides the best current tool to achieve this


• The FAIR Maturity evaluator provides efficiency, scalability and 
reproducibility

https://dx.doi.org/10.1038/sdata.2018.118
https://fairsharing.github.io/FAIR-Evaluator-FrontEnd


FAIR Maturity indicators 
measure aspects of the FAIR 

principles



FAIR Maturity indicators

https://doi.org/10.1038/s41597-019-0184-5

https://doi.org/10.1038/s41597-019-0184-5


https://fairsharing.github.io/FAIR-Evaluator-FrontEnd/

https://fairsharing.github.io/FAIR-Evaluator-FrontEnd/




https://creativecommons.org/licenses/by/4.0/


Evaluation 
methodology



• Repository must have Nordic+Baltic relation (contain data 
from region)


• Sample is not exhaustive, but hopefully representative


• Exclude repositories containing only publications/articles


• Select repositories that are considered relevant sources of 
data for research related re-use


• Repository must identify datasets by globally unique 
identifiers (GUID) in order to be selected for evaluation

Repository selection



• If repository satisfies the above selection criteria we 
proceed to perform DO/dataset selection


• Randomly (and manually) select N=10 datasets from each 
repository, scattering the selection across time submitted 
and across scientific domains


• Exclusively use URIs as dataset/DO identifier (may change 
this)


• We take any dataset to be representative of the repository 
in which it resides 

Dataset selection



• If repository satisfies the above selection criteria we 
proceed to perform DO/dataset selection


• Randomly (and manually) select N=10 datasets from each 
repository, scattering the selection across time submitted 
and across scientific domains


• Exclusively use URIs as dataset/DO identifier (may change 
this)


• We take any dataset to be representative of the repository 
in which it resides 

Dataset selection



Does a single dataset 
evaluation reliably indicate 

repository FAIR maturity level?



1. Evaluate a few repositories from the sample, one from each score 
category (low, medium, high) 


2. Perform the FAIR maturity evaluations for each repository using 
N=10

Consistency test



1. Evaluate a few repositories from the sample, one from each score 
category (low, medium, high) 


2. Perform the FAIR maturity evaluations for each repository using 
N=10

Consistency test
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Aggregated results



100 repositories, 72 evaluated
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Dataset result (example)



DO evaluations







• 714 datasets evaluated for this study


• 103.7 hours execution time for the full sample


• NOTE: indicator test “Metadata Identifier Explicitly in 
Metadata” only accepts EXACT match


• NOTE: indicator test “Searchable in Major Search Engine” 
was disabled for this run due to lack of valid license for 
Bing

Some details



FAIR Maturity indicators

https://doi.org/10.1038/s41597-019-0184-5

https://doi.org/10.1038/s41597-019-0184-5


Early/prelim results from 48 tested URIs and 12 matching DOIs



Mirror, mirror, on the wall… 
who’s the FAIRest of them 

all?







https://creativecommons.org/licenses/by/4.0/


Source: DCC

Software platforms…

http://www.dcc.ac.uk/resources/external/category/repository-platforms


Conclusions



• Collected 136 regional digital repositories from eight countries and evaluated 100 of them.


• Evaluation based on machine-actionable metadata, provided DO has GUID (identifier).


• Evaluation of a small number of datasets (N=10) within a repository is typically sufficient to 
determine a repository FAIR score. However, larger samples (N=100) should be 
considered. Listing of ALL datasets in a repository should be a generic feature!


• Evaluations consist of harvesting metadata/data from GUID by resolving all links within the 
DO langing page. This takes 5-20 minutes per dataset. Parallelised evaluations for speed-
up using 10 workers and automatic execution and results extraction from Google sheets 
using Google scripts.


• Evaluation of multiple datasets (N=10) to estimate an average FAIR Maturity score for the 
repository (code published as open source)


• Streamlined FAIR Maturity evaluation of datasets is a scalable approach to determine 
FAIRness implementation

Highlights



• All datasets should be identified by a globally unique identifier (GUID), 
preferably a persistent identifier (PID)


• Repositories should register on re3data.org to increase discoverability


• Employ the concept of FAIR digital object for published datasets (cf. 
“Metdata Identifier Explicitly in Metadata” and "Data Identifier 
Explicitly in Metadata”)


• Make use of linked 


• State under what license agreement the dataset is provided, using one 
of the standard “license” predicates/keys

Recommendations

http://re3data.org


FAIR Maturity indicators

https://doi.org/10.1038/s41597-019-0184-5

https://doi.org/10.1038/s41597-019-0184-5


Thank you


