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Cross-border computing EOSC

e Problem, e.g.. How to gve users from one institution access to an HPC

centre from another institution?
o \When you use remote resources. software needs to be avallable (reproducibility).

o Preferably user-friendly:
o W eb-based scientific portadls,
o Some scientific portals support submitting jobs to HPC clusters,
e but: not every porta users has a user account for that cluster.
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Options to gve portd user access to HPC cluster EOSC

A. Each portd user has a matching account on that cluster.

e Tedious: need to apply for each portd user for an account on that cluster.

B. One singe "robot’ user account on that cluster to submit jobs of al porta users.
I Quota issues. one community can consume the whole HPC resource quota.
| Security: HPC administrators do not like an account shared between al users.

C. Separate "Robot’ user account for each scientific community of the portal.
e Quota shared within community that works anyway together on same problem.
e Security concerns still apply, but the group of users gets narrowed.

e Both for options B and C, security can be improved.:
e Usersnever get the credentids to access HPC cluster directly —only via portal.
e Portd will logfor each HPC cluster access who was the responsible porta user.
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Rlot: Enhancing HutoF portal EOSC

e HutoF: ascientific web portd for bioinformatics.
o Did support dready to submit jobs to HPC clusters.

e Added for cross-border computing & reproducibility:
o Package software to be executed using containers, automated setup (from GitHub).
o Selecting more than one HPC cluster.
o Authentication beyond existing ssh support: Kerberos.
o Loggng of which porta users submitted what HPC job via community robot user.
o Qupport for clouds (instead of only HPC): create VMs using the containers.

e Tested on Swvedish INIC cloud & HPC and Estonian ETAISHPC:
o NIC HPC does not dlow robot user, so used only a 1:1 porta/HPC users mapping.
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Rlot: Enhancing HutoF porta
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* Tools packaged into Singularity containers
* Automated setup using bash scripts
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Services packaged into
Sngularity containers.

Qupport for sending andysis
jobs to different HPC
clusters and HPC VMs was
added.

W orked out recommended
procedures on how users
can apply for HPC resources

and how to set up access to
EOSC HPC resources.



https://docs.google.com/document/d/1Ihk00zKIIpfpV1AKgKIh3UAyOwblY74YkXzwmuxzgCo/edit#heading=h.17dp8vu

Enhancing Gaaxy Climate portal

e (adaxy is ageneric scientific web portad:

O Gdaxy Climate Europe running on Buropean Galaxy instance.
o Did support dready workflows, packaging, remote jobs (cloud & HPC).
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e Added for cross-border computing & reproducibility:

o Packaged software based on EO3C-Life best practises (Conda, containers).
® cientific collaboration agreement between EO SC-Life and EOSC-Nordic.

o Automated setup (fetch from GitHub).
o Exposed remote storage resources (S3 AF) to run jobs independently from location.
o Configure Gaaxy to use cross-border cloud resources.

e Tested on Finnish C3C cloud (cPouta) & Czech C

O

ESINET cloud.

No HPC, because the targeted HPC clusters did not adlow robot accounts.
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Summary and Issues EO3¢
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e ummary:

O All software is FOSS + documented procedures (on GitHub),
o Improved reproducibility:
e Rigorous use of container and automated setup from GitHub.
o Robot account to access HPC cluster on a per-community-basis:
e Logging which portd user is using the HPC cluster to address security-concerns.

e Unsolved issues:

o Convince HPC centres within EOSC to dlow community-specific robot users.

Abarenkov, Fouilloux, Neukirchen, Azab: Reproducible Cross-border High Performance Computing for Sientific Portdls,

2nd W orkshop on Reproducible W orkflows, Data Management, and Security. eScience, St Lake City. 11-14 October
2022. To appear. DOI: 10.48550/ar Xiv.2209.00596 (based on Deliverable D5.2)
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https://doi.org/10.48550/arXiv.2209.00596

Cloud-based computation and analysis
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Federated access to sensitive data
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Unresolved issues

* Level of assurance
* |dentity verification
 Secure datatransfer
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LUMI for sensitive data - vision
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EOSC

Ongoing work oo
« Solution for Access control (AAl)
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